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Introduction
The extensive collection and general processing of our personal 

data that is necessary for the operation of artificial intelligence raises 
important concerns regarding the compatibility of technology with 
the privacy of individuals. A wealth of data being used within artificial 
intelligence constitutes personal data (Igglezakis [1]), while many of 
these data fall under special categories (Article 9(1) GDPR) (sensi-
tive data). In this respect, for the functioning of artificial intelligence, 
the collection and processing of large data sets, which are difficult to 
place under the control of data subjects, is required. The reliance of 
artificial intelligence on data has created a critical paradox: while a 
greater volume of data enhances the accuracy of artificial intelligence 
outcomes, it also heightens the risk of privacy violations by malicious 
actors (Khatri [2]) seeking to retrieve sensitive information (Dilme-
gani [3]). Indeed, according to the Identity Theft Resource Center, in 
2021 there were 1,862 data breaches – a rate that is 23% higher than 
the previous all-time high in 2017.In short, personal data feeds the 
artificial intelligence system, which, in turn, generates new, additional 
data. As the algorithm often outperforms its creator due to the latter’s 
inability to comprehend how it operates, fulfilling the legal obligation 
of informing data subjects on how the algorithm functions (Articles 
12 et seq. GDPR) is not always feasible. By extension, the same also 
applies to informing data subjects about the data being collected and 
the broader processing thereof. Bearing in mind the above, the funda-
mental principles of data processing (Article 5 GDPR) [4] appear to be 
put to the test. The aim of the present study is precisely to delve into 
the issues set out above.

Clarifications on Terminology
Artificial intelligence is the branch of computer science that deals 

with the design and implementation of computer systems that sim-
ulate elements of human behavior that assume at least a rudimen-
tary level of intelligence: learning, adaptability, inference, contextual 
understanding, problem-solving, and so on (McCarthy [5]). Artificial 
intelligence refers to systems that demonstrate intelligent behavior 
by analyzing their environment and taking steps to achieve their goals 
[6] with a certain degree of autonomy. In this sense, artificial intelli-
gence systems are designed by humans and are capable of perceiving 
and interpreting data from their environment, making optimal deci-
sions and reproducing human cognitive functions such as learning, 
planning, and decision-making. The scientific discipline of artificial 
intelligence is comprised of several approaches and techniques: 

a) Machine learning, of which deep learning and reinforce-
ment learning are specific examples. 

b) Machine reasoning, which includes planning, scheduling, 
knowledge representation and reasoning, search, and optimization.

c) Robotics, which includes control, perception, sensors, and 
actuators, as well as the integration of all other techniques into cy-
ber-physical systems [7].

Artificial intelligence is contrasted with human intelligence, as it 
does not originate from living beings (Christodoulou [8]). In reality, 
it consists of automated, non-intermediated human decision-making 
through a sequence of logical actions resulting from machine learn-
ing/deep learning. Machine learning is divided into supervised and 
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unsupervised. In the first case, algorithms have been “trained” to 
draw conclusions based on data that have been input by their pro-
grammers [9]. On the reverse, under unsupervised machine learning, 
the algorithms have not been input and are left without guidance/
pointers in drawing inferences [10]. Notwithstanding the above, it is 
crucial to point out the following: 

(a) Machines do not act on their own, but imitate human behav-
ior (Zekos [11]); 

(b) The basis of knowledge derives from human effort; 

(c) Machines do not learn on their own but are guided by us; 

(d) They do not necessarily adopt racist prejudices, but they 
rely on racist patterns of human behavior, which they copy; and 

(e) Machines do not think as humans, but they do act rationally 
(Yannopoulos [12]).

Artificial intelligence operates independently from its creator 
(Vlachopoulos [13]), making a prediction/estimation. The algorithm 
uses existing data to predict human behavior, for instance in order 
to determine whether a citizen has committed a certain violation. In 
such cases, algorithms are not linear and they are usually not inter-
pretable, either: therefore, it is not always easy – or even possible – 
to know how each variable has made its contribution. This is more 
common in cases where the deep learning technique is used. In this 
context, artificial intelligence comes into existence when it is possible 
to go beyond the application of the rules set by the programmer for 
the algorithmic analysis of a large volume of data, with the program 
creating new rules from the correlations it identifies within the data 
provided (Menéndez Sebastián & Mattos Castañeda [14]). The dis-
tinguishment of artificial intelligence into strict intelligence, strong 
intelligence and superintelligence is sharper. Strict artificial intelli-
gence focuses on solving specific problems based on purely mathe-
matical methods. The strongest expression of artificial intelligence is 
modelled on the ability to mimic human beings and their inductive 
and cognitive capabilities. If the latter is exceeded, the outcome is a 
super-intelligence that is capable of surpassing humans themselves 
(Pica [15]). 

The General Issue
The operation of artificial intelligence seems to come into strain 

with the underlying philosophy of data protection (Panagopoulou 
Koutnatzi [16]). The main tensions can be seen in the principles set 
out below and the right to human intervention.

The Purpose Limitation Principle

The application of the purpose limitation principle in the context 
of the operation of artificial intelligence systems presents a particu-
lar set of challenges. With regard to the data input for the purposes 
of deriving recommendations relating to a medical, administrative 

or other decision-making process, the principle in question is more 
easily applied. In such cases, the purpose of processing is specific and 
predetermined, hence it is considered necessary to take appropriate 
measures to ensure that the algorithm’s processing is limited to what 
is required in order to achieve said purpose. The system must be re-
strained from extracting conclusions that are irrelevant, such as, for 
example, conclusions on fertility or the likelihood of developing pros-
tate cancer, when the purpose of the processing is to interpret gas-
troenterological symptoms experienced by the patient. Nevertheless, 
this is not always straightforward, as it is often the case that certain 
parallels end up being drawn, which pertain to seemingly unrelated 
parameters. At the same time, in the event that the data are used ret-
rospectively and for purposes beyond those initially envisaged, for 
example, in the context of the algorithm’s machine learning process, 
it is necessary to re-inform the data subject, following Article 13(3) 
or 14(4) of the GDPR. Clearly, when it comes to multiple processing 
of a common data pool for multiple purposes, this becomes difficult.

The Data Minimization Principle

The intertwining of the operation of an artificial intelligence sys-
tem with the principle of data minimization raises the question of the 
nature and scope of the personal data that will be entered into the 
system as a “query” for the purposes of extracting a response. Given 
that the artificial intelligence system will only process and take into 
account in its analysis those data that will be entered into it, it is rea-
sonably argued that to obtain a more accurate result, it is absolutely 
necessary to enter as much information as possible concerning a giv-
en patient/person that is being administered, and so on. Indeed, this 
would appear to be the case even when it comes to information that 
is presumed to influence the position of such persons only indirectly 
or to an infinitesimal extent. In the indicative case of patients, this 
list may include information relevant to every aspect of the patient’s 
life, ending up constituting an excellent psychogram of the patient in 
question. At the same time, it could be argued that it would be useful 
for the system to include health data on the patient’s relatives or peo-
ple whose living conditions are similar to those of the patient, such as 
neighbors, partners, and so forth, to enable the system to draw more 
accurate conclusions concerning the patient’s health status through 
comparison. 

This, in turn, gives rise to further questions relating to the provi-
sion of information and the obtaining of consent from data subjects. 
Although the principle of data minimization does not seem to be com-
patible with the operation of artificial intelligence, the adoption of 
specific strategies is deemed necessary to ensure that a system, such 
as a medical artificial intelligence system, does not register data that 
appear to be irrelevant to the health of the individual, such as data 
relating to political beliefs, trade union memberships or banking data. 
This distinction is not always easy to make, as correlations cannot al-
ways be excluded - for instance, those that may exist between income 
and health status, political convictions and vaccinations, and so on. 
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At this point, it should also be highlighted that the algorithm works 
better when it is provided with as much data as possible. Consequent-
ly, the optimal operation of artificial intelligence requires a de facto 
relaxation of the principle of data minimization.

The Storage Limitation Principle

Data entered into artificial intelligence systems in the form of a 
“query” for the purposes of making a proposal should be deleted or 
anonymized after this purpose has been served. If the data are kept 
in the system’s database in a non-anonymized form, it is deemed that 
the purpose of the processing has changed, and it becomes necessary 
to re-inform the data subject and obtain his or her consent - which is 
something that is not easily done.

The Accuracy Principle 

Special caution and diligence must be exercised in the process of 
entering data relating to patients, administrators and so on to formu-
late a certain opinion. In the field of health, in particular, the accuracy 
of this data is decisive for the soundness of the conclusions that are 
to be reached regarding the health of the data subject, as well as for 
drawing an accurate profile of the data subject, given that the algo-
rithm will only take into account the data entered into it. In fact, the 
consequences of processing inaccurate or false data on the data sub-
ject are highly critical and may even pose a risk to life.

The Principle of Transparency

The principle of transparency seems to be called into question in 
the case of artificial intelligence. The information requirements im-
posed by Articles 13 and 14 of the GDPR are cumbersome, especially 
with regard to the metadata that have been entered into the system’s 
database. The provision of information may not be comprehensive 
because of the difficulty in determining accurately and in advance the 
purpose of the processing, or due to the complexity of the purpose or 
of the processing from a technical point of view. In the case of medical 
artificial intelligence, the provision of general information on the pro-
cessing of data for medical diagnosis and research may be considered 
sufficient. With reference to the period for which data are stored, it is 
not clear how long the data will be stored: the data will remain in the 
system’s database and will be subject to processing for as long as it is 
necessary for serving the purpose of the processing. Therefore, where 
the purpose of the processing is not fully specified from the outset or 
if it is constantly changing, it is not possible to provide full and accu-
rate information to the data subject as to the period of retention of his 
or her data. In some instances, this could be a long time, such as in the 
case of all images of a certain part of the body from 1900 onwards.

Further to any difficulties in providing information, particu-
lar emphasis should be placed on the obligation of the controller to 
explain the reasoning followed by the artificial intelligence system 
during the automated data processing, both prior to the processing 

in the context of informing the data subject under Articles 12 et seq. 
of the GDPR, as well as subsequent to it, in the event that the data 
subject exercises his or her right of access under Article 15 of the 
GDPR. In this regard, concerns are raised as to the actual possibility of 
the controller, or of any other person involved, informing the average 
person on how the highly complex information systems and artificial 
intelligence algorithms operate ([9,17]). In fact, certain artificial intel-
ligence systems have achieved such a degree of autonomy that it has 
become particularly difficult, if not impossible, for their manufactur-
ers or operators themselves to comprehend the system’s operating 
mechanism, let alone explain it in a simple, clear, and accessible way 
to someone who does not possess the relevant technical knowledge. 
These are the so-called “black boxes”, which are based on complicat-
ed and constantly evolving algorithms that surpass the capabilities of 
human control (Vorras, et al. [18,19] Reed, 2018). The concerns set 
out above could be addressed through the restrictions on information 
and access to data provided in the GDPR. 

Special emphasis should be given to Article 14(5) of the GDPR, 
which stipulates that in cases where personal data have not been ob-
tained from the data subject, the controller is not obliged to provide 
thorough information as provided in paragraphs 1-4 of the Article in 
question, when:” the provision of such information proves impossible 
or would involve a disproportionate effort […] or (if the information) 
is likely to render impossible or seriously impair the achievement of 
the objectives of that processing. In such cases, the controller shall 
take appropriate measures to protect the data subject’s rights and 
freedoms and legitimate interests, including making the information 
publicly available”. At the same time, in accordance with Recital 63 of 
the GDPR: “That right should not adversely affect the rights or free-
doms of others, including trade secrets or intellectual property and 
in particular the copyright protecting the software.” This regulation 
could be broadly applied to artificial intelligence systems because of 
the inherent impossibility of providing full information to each data 
subject and the potential intellectual property rights of the software 
creator. 

The Security Principle

Artificial intelligence systems are vulnerable to attacks (Com-
iter [20]). In particular, malicious actors can manipulate artificial 
intelligence systems to serve their own goals (Comiter [20]) of tar-
geted information, misinformation, manipulation, surveillance, ha-
rassment, deception, and so on. While traditional cyber-attacks are 
usually caused by human errors in the configuration of the code and 
can be detected and remediated, artificial intelligence attacks stem 
from inherent limitations of the algorithms, which are currently not 
easily curable (Comiter [20]). This means that in the case of an at-
tack on an artificial intelligence model, the problem originates from 
the algorithm itself and its dependence on data (Comiter [20]). As a 
consequence, attackers can “mutate” the data used to train artificial 
intelligence systems, influencing the decisions that they make (Finan-
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cial Postman [21]). As many artificial intelligence applications relate 
to critical areas of everyday life, attacks have a significant impact on 
public security, information, privacy, and so forth.

The Objectivity Principle 

In the context of the “ethical” and “fair” design of artificial intelli-
gence systems and the interest of the general principles of objectivity, 
morality and justice, the design and operation of artificial intelligence 
algorithms must be tailored to the specificities of the population to 
which they refer and on which they are to be used. An artificial in-
telligence system in the field of health that is to be used in health 
structures in Greece ought to take into consideration the local origin 
of data. In many cases, climatic conditions are of considerable impor-
tance and, thus, a comparison with countries that have other charac-
teristics may be inappropriate. Therefore, it would not be considered 
compatible to use a medical algorithm that has been “trained” with 
data from the “Western world” to draw conclusions concerning the 
health of patients in refugee camps in civil war-ravaged South Sudan 
or the slums of Sierra Leone (Khanjani [22]). Even so, this does not 
apply to all cases, as there may well exist global databases, too. At 
the same time, it is also crucial to introduce sufficient data into the 
system that also relates to population “minorities”, such as refugees 
and immigrants, people with specific genetic characteristics or syn-
dromes, and so on, as the existence of a “bias” in the operation of the 
medical artificial intelligence algorithm could lead to significant con-
sequences for the patient’s health: if the patient falls into one or more 
categories of characteristics that are underrepresented, the diagnosis 
produced by the algorithm may be incorrect or inaccurate due to a 
lack of data on which it relies. It is also possible that bias may be in-
herent in the algorithm used for recruitment purposes if it has been 
created by men.

The Right to Human Intervention

The right to human intervention comes in two forms: The first 
one prohibits the adoption and implementation of a decision based 
exclusively on the automated processing of personal data (Article 
22(1) of the GDPR), which has the effect of requiring substantial 
human involvement in the processing even if the data subject does 
not specifically request it. The second one provides that even where 
a decision based solely on automated processing is allowed to be 
taken and implemented (Article 22(2) and 22(4) of the GDPR), the 
data subject retains the right to request human intervention (Article 
22(3) of the GDPR).As regards medical artificial intelligence systems, 
it should be stressed that, for the time being, they are used in such a 
way as not to make a final decision concerning the patient themselves 
(Article 62(4)(j) of Regulation (EU) 2017/745); instead, they provide 
a sort of “recommendation” or “opinion” to the attending physician, 
who is responsible for making the final decision on the diagnosis and 
treatment of the patient. Consequently, the decision on the treatment 
of an ailment made using the system is, in principle, designed so as 
not to fully automate the processing of the patient’s data. Hence, 

even though the data are processed by the algorithm, the physician in 
charge is called upon to actively participate in the process of formu-
lating the diagnosis and deciding on the appropriate therapeutic ap-
proach. To begin with, the physician is required to provide an opinion 
on the accuracy and correctness of the algorithm’s results. Naturally, 
some doubts arise as to the physician’s genuine ability to assess the 
results of the algorithm, let alone the process of extrapolating them, 
mainly due to the highly technical nature of these procedures. 

As a result, a physician cannot be reasonably expected to be able 
to comprehend them. Consequently, it may be extremely difficult, if 
not impossible, for a medical practitioner to make an assessment as to 
the correctness of the diagnosis provided by the artificial intelligence 
algorithm or on the process of its extraction, even when the system 
is capable of justifying its decision automatically. Nevertheless, the 
physician can express a clinical opinion through non-automated pro-
cessing of all the data contained in the medical record. It is therefore 
up to the medical practitioner to review the patient’s file, to justify 
the diagnosis he or she comes to and, finally, to approach the case in a 
manner similar to the procedure that he or she would follow if it were 
not for the “assistance” provided by artificial intelligence algorithms. 
This approach is necessary since the use of an artificial intelligence 
system by medical practitioners does not relieve them of their per-
sonal liability for medical errors or negligence under currently ap-
plicable legislation. In the opposite case, that is, if the physician does 
not actively proceed to an assessment of the patient’s condition and, 
instead, “blindly” follows the algorithm’s advice by simply stating that 
he or she is in agreement with it or reiterates any justification offered 
by the algorithm, relying on the credibility of the machine, the (hu-
man) intervention on the part of the physician in the processing of 
the data is not deemed sufficient. As a result, the decision taken is, as 
a matter of fact, based solely on the automated processing of the data 
performed by the algorithm, thus activating the provisions of Article 
22(2)-(4) of the GDPR. 

Said provisions stipulate that where the patient has provided le-
gally valid consent to the making of a decision based solely on au-
tomated processing (Article 12 of Greek Law No. 3418/2005, Code 
of Medical Ethics) or where this is necessary for reasons of substan-
tial public interest under European or national law, following Article 
22(4) of the GDPR, the lawfulness of the processing shall not be af-
fected. Indeed, this holds true even though the data subject retains the 
right to subsequently request intervention on the part of the physi-
cian by way of exercising the corresponding right under Article 22(3) 
of the GDPR. If this were not to be the case, the non-decisive interven-
tion and contribution of the physician in the processing of the data 
and the decision-making process renders the taking of the decision 
in question contrary to the GDPR. Therefore, under the GDPR regime, 
the use of artificial intelligence systems must be solely auxiliary to 
the process of assessing the patient’s state of health and choosing the 
most suitable treatment. 
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Lastly, when the physician’s personal assessment regarding the 
patient’s state of health is not in agreement, in whole or in part, with 
the result provided by the algorithm, the question as to which opinion 
should prevail arises: will it be that of the algorithm’s diagnosis or the 
physician’s? When the data processing is not exclusively automated 
from the outset, the physician’s opinion takes de facto priority. Where 
the decision can be legitimately based on exclusively automated data 
processing, for instance where the patient has consented to such pro-
cessing, it is more appropriate to, once again, offer the patient the 
option of choosing which of the alternative approaches (i.e. that of 
the physician or the algorithm) is to be applied, since this option is 
always possible. After all, in emergency situations, a process of deci-
sion-making may take place to classify, categorize and triage patients 
based on medical criteria. If the patient is not in a position to choose, 
the attending physician will be faced with yet another dilemma: re-
spect the patient’s wish that the algorithm’s suggested approach be 
applied unconditionally or follow the treatment that he or she deems 
appropriate?

Does Artificial Intelligence Overthrow the 
Fundamental Principles of Data Protection?

A further issue that emerges is whether algorithmic deci-
sion-making overthrows fundamental principles of data protection. 
It is evident from the foregoing discussion that the core principles 
of data protection law can delineate the boundaries of algorithmic 
decision-making. This means that the algorithm should not use data 
beyond what is necessary, delete unnecessary data or anonymize 
them; be defined, operate for a specific purpose, rely on data that is 
accurate, adhere to the principle of proportionality, and so on. This 
can be achieved if the algorithm is specific, definable, comprehensible 
and assists, rather than replaces, civil servants, physicians, and judges 
(Panagopoulou [23]). Nevertheless, the question posed above could 
well be reversed: is the currently established law on data protection 
capable of meeting the challenges presented by new technologies or 
does it constitute an “obstacle” for new developments? The answer 
to this question is complex. It is true that established data protection 
principles tend to give priority to data protection rights over corre-
sponding information and research rights (Panagopoulou Koutnatzi, 
[24]). For this reason, the regulation of artificial intelligence calls for 
a holistic approach from the point of view of data protection, as well 
as from that of the free flow of information, and the advancement of 
technology and research [25-27]. 

Concluding Remarks
From the above overview, it is evident that artificial intelligence 

presents a considerable challenge to the protection of privacy. This 
challenge does not suggest that artificial intelligence constitutes a vi-
olation of privacy, but rather that privacy law should be an important 
dimension of the regulation of artificial intelligence. In other words, 
it is an essential aspect of its regulation, but not the sole one. Privacy 

is a subsidiary issue of artificial intelligence, which is precisely why 
the monitoring of artificial intelligence calls for the establishment of 
an authority that will operate harmoniously alongside the Data Pro-
tection Authority, but will also have other areas under its remit, such 
as information, innovation, research, intellectual property, health, and 
so forth.
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