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ABSTRACT

Breast cancer is the most lethal form of cancer that can strike women anywhere in the world. The most 
complex and tough undertaking in order to lower the death rate is the process of predicting a patient’s 
likelihood of survival following breast cancer surgery. Due to the fact that this survival prediction is linked 
to the life of a woman, effective algorithms are required for the purpose of making the prognosis. It is of the 
utmost importance to accurately predict the survival status of patients who will have breast cancer surgery 
since this shows whether or not doing surgery is the actual approach for the specific medical scenario. 
Given the gravity of the situation, it is impossible to overstate how important it is to investigate new and 
improved methods of prediction in order to guarantee an accurate assessment of the patient’s chances of 
survival. In this paper, we collect data, and examine some models based on the survival of patients who 
underwent breast cancer surgery. The goal of this research is to evaluate the forecasting performance 
of various classification models, including Linear regression model, logistic regression analysis, LDA, 
QDA, KNN, ANN, and Decision Tree. The results of the experiment on this dataset demonstrate the better 
performance of the came up with ANN approach, with an accuracy of 82.98 percent.
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Introduction
When ranked by mortality rate, breast cancer is second only to 

lung cancer in terms of severity. Approximately 30% of all newly diag-
nosed cancer patients are women with breast cancer [1]. Regular sen-
tinel node biopsies are performed on patients with proven breast can-
cer to check for cancerous cells in the lymph nodes. The lymph nodes 
are small, bean-shaped organs that serve as filters for the lymph fluid 
pathways. The lymphatic system is similar to the circulation (blood) 
system in that it travels the entire body. It transports both liquids and 
cells. Axillary lymph nodes are the primary lymph node distribution 

site for breast cancer metastasis [2]. When it comes to evaluating and 
figuring out the prediction of models, there are a lot of different ways 
that traditional methods can be used [3]. On the other hand, these 
tend to be time-consuming and costly. Some methods can be incon-
sistent and inefficient. Because of these drawbacks, researchers have 
been working hard to come up with new techniques for evaluating the 
basic features of data such as Haberman survival. One such option is a 
machine learning system. Machine learning allows for the automated 
extraction of visual features for use in classifying the predictor vari-
able [4-6].
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In the field of information technology (IT), an artificial neural 
network (ANN) is a computerized system designed to mimic the 
functioning of a real brain’s neural networks. ANNs, or just neural 
networks, are one type of deep learning technology that is part of 
the larger field of AI [7,8]. Tumors are often classified as benign or 
malignant using Machine Learning methods. Prediction and survival 
rates for individuals with breast cancer can be improved through ear-
ly detection [9,10]. This will aid patients in receiving timely medical 
care [8]. Patients with benign tumors may prevent unnecessary tests 
and surgeries. When used in medicine, the Artificial Neural Networks 
method can improve healthcare value by predicting outcomes, reduc-
ing costs, and saving lives. Artificial Neural Networks are a useful tool 
for identifying tumors. In this research, a deep learning and artificial 
intelligence system were created to sort Haberman survival breast 
cancer varietals like the patient survived 5 years or more and the pa-
tient died within 5 years. The second part of the research describes 
the process of acquiring the data, the manipulations applied to them, 
the feature extraction phase, the performance evaluation, and the 
cross validation. The study’s classification models are discussed in 
detail in the third and fourth parts. The study’s findings are broken 
down in depth in section four. Discussion questions are provided in 
the final portion.

Literature Review 
Big Data is a very powerful tool for fighting breast cancer. The rise 

of data mining in healthcare, paired with powerful machine learning, 
is set to make advanced predictive analysis a game changer in terms of 
lowering risk, diagnosing disease early, and lowering mortality rates 
from breast cancer. According to the American Cancer Society, there 
will be around 276,480 new cases of invasive breast cancer in 2020 
(Breast Cancer Statistics, Boston College). In addition to that, another 
48,530 women have been diagnosed with the non-invasive form of 
breast cancer known as “carcinoma in situ” (CIS). CIS is the first stage 
of breast cancer. It is estimated that breast cancer will claim the lives 
of around 42,170 women in the United States in the year 2023.

That’s why it’s important to consider the research carried out 
in recent years using machine learning systems logistic regression, 
SVM, KNN, and decision tree techniques on cancer disease, in partic-
ular breast cancer. Okamura et al. 1993 used Bayesian classifier for 
classification. The results indicated that the classification was more 
accurate than those obtained through manual human effort [11]. The 
principal component analysis (PCA) method was used by Karimi [4] 
to identify the best aspect of features from a data. For instance, ANN, 
KNN, and SVM were utilized in the food classification process. 

They used the SVM technique to get more efficient and accurate 
classification results. MATLAB was used by Angadi and Hiregoudar 
[12] (2016) to classify a set of data. In their study, they achieved an 
average of 85% accuracy using color and size features for raisin data. 

The author of [13] provided a novel method for the identification of 
breast cancer. This method makes use of statistical methods in con-
junction with swarm optimization, and the author reported that it had 
an accuracy of 88.71%. The Hidden Markov model was proposed by 
Bahrampour et al. [14] in order to predict the mortality from breast 
cancer. The percentage of correct classifications achieved by using 
this method is 0.939. In reference [15], three different data mining 
strategies were offered to estimate breast cancer patients’ chances 
of survival. Artificial neural networks, decision trees, and logistic re-
gression are the three methods that they offer for data mining. These 
methods have an accuracy of 81.2%, 83.6%, and 88.2% respectively.

Materials
Data Source

Patients who had breast cancer surgery are included in this data 
collection that tracks their outcomes after treatment. For this study, 
we will make use of the Census Income Data Set from the UCI Ma-
chine Learning Repository (https://archive.ics.uci.edu/ml/datasets/
Haberman%27s+Survival). Patients who had breast cancer surgery at 
the University of Chicago’s Billings Hospital between 1958 and 1970 
are represented in this collection.

Data Structure

In this article, I will detail the various data analytic operations I 
performed on this dataset, as well as the methods I used to draw con-
clusions about the survival rates of surgical patients and to predict 
those rates. In order to properly conduct any data analysis or data 
operation, we must first possess extensive background knowledge in 
the field in question. Therefore, I will discuss data set characteristics 
and how they relate to one another. Three of the attributes in this data 
collection are features, and one is classification. There are also 306 
data occurrences, where data represents.

Lymph Node: Bean-shaped lymph nodes cleanse lymph fluid as 
they travel through the body. Lymph nodes work to prevent cancer 
cells from spreading throughout the body by filtering lymph fluid as it 
drains from the breast and into the circulatory system. Lymph nodes 
under the elbow that contain cancer cells indicate a more aggressive 
form of the disease. Axillary cells are what we see in our data (0-52).

Age: An individual’s chronological age at the time of operation. 
(Age from 30 to 83).

Operation Year: The year that the patient had their operation 
(1958-1969).

Survival Status: It indicates whether or not the patient lived for 
more than 5 years after treatment. 1 indicates that the patient lived 
for 5 years or more and a status of 2 indicates that the patient did not 
make it to year 5. The data is clean and suitable for analysis because 
all, but the classification variables are numerical. Age is also a key fac-
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tor in this case, which I will consider in my mortality analysis. (Table 
1) displays the range of the input factors that were considered in this 
analysis.

There are four variables and a total of 306 data points in the 
collection; perhaps I can get by with the first 200. where a survivor 

status of 1 indicates that the patient lived for 5 years or more and a 
status of 2 indicates that the patient did not make it to year 5. The 
data is clean and suitable for analysis because all but the classification 
variables are numerical. Age is also a key factor in this case, which I 
will consider in my mortality analysis.

Table 1: Attribute name and classification.

Attribute Name Category

Patient’s age at the time of surgery Numerical

The patient’s surgery year (1958 and 1970) Year-1900, numerical

The number of positive axillary nodes discovered Numerical

Survival Status Class: 1 = the patient survived 5 years or more

2 = the patient died within 5 years

Table 2: Predicted and Predicted variables analysis

Linear Regression Logistic Regression

Predicted Variables Status Status, family=binomial

Predictor Variables Age, Year, Nodes Age, Year, Nodes

Residuals

Min: -1.0169

1Q: -0.2390

Median: -0.1956

3Q: 0.3925

Max: 0.8657

Min: -2.3186

1Q: -0.7296

Median: -0.6581

3Q: 0.9320

Max: 1.9542

Coefficients

Pr (>|t|)

Intercept 0.0214

Age 0.1268

Year 0.8427

Nodes 2.33e-0.7

Pr (>|z|)

Intercept 0.487

Age 0.131

Year 0.824

Nodes 8.88e-06

Significance codes

Residual Std. error: 0.4243,

Multiple R-squared: 0.08901

P-value: 3.45e-0.6

AIC: 335.95

Number of Fisher scoring iterations: 4

Methodology
We compare the predictive abilities of the multinomial logistic re-

gression, LDA, QDA, KNN, ANN, decision tree with a cross-validated K 
to determine the error rate of the Bayes classifier. The error rate of the 
tests will be measured using a cross-validation procedure with a 10-
fold sampling size. To create a fair comparison between methods, we 
use 60% for the training set and 40% for the test set, and sometime 
50% for each, and then see which one yields the best results for this 
classification. We plan on calculating the RMSE with PCR and PLS re-
gression and using lasso regression for regularization. Given that the 
dataset is manageable in size. So, we delve into the numbers to inves-
tigate each group and determine why they fit into this categorization 
the way they do (Table 2).

Data Plot

Using the given data, (Figure 1) generates an Axes grid where 
each variable in the y-axis will be common to single row and each 
variable in the x-axis will be common to single column. The cumula-
tive distribution function (CDF) of each independent variable against 
the class attribute gives us the distribution across the range of its val-
ue. The graph that depicts the CDF together with its PDF can be found 
in (Figure 2) . Cumulative density function (orange curve) for survival 
years plotted as a function of node count, where node count is inde-
pendent of class 2. The CDF provides age-related data, such as the fact 
that sixty percent of patients with a five-year or longer survival rate 
following surgery had ten or less lymph nodes and that the median 
number of lymph nodes was fifty-five. The blue line in the following 
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PDF figure depicts the distribution of patients’ nodes across the node 
count. According to blueline (PDF), no one with a diagnosis of more 

than 30 nodes has lived for more than 5 years after surgery.

Figure 1: Pair Plots.

Figure 2: PDF and CDF Plot.

https://dx.doi.org/10.26717/BJSTR.2023.50.007903
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Figure 3: Correlation between variables.

Correlation

The intensity and direction of a relationship between two vari-
ables can be determined by the correlation coefficient, which is a val-
ue between -1 and 1. When conducting correlational research, you 
look into whether or not the changes that occur in one variable are 
connected with the changes that occur in other variables. The color 
blue draws attention to the highest degree of correlation between the 
variables, in which the nodes’ status and each of the other variables 
are significantly associated with one another. From (Figure 3), we 
observe that nodes and status are highly correlated. The cancerous 
cells that have broken free from the original tumor are what cause the 
disease to spread. These cells have the greatest potential to spread to 
the lymph nodes that are located closest to the breast that is damaged 
when breast cancer is developed. The involvement of lymph nodes is 
a crucial component in both the staging process and the treatment of 
breast cancer.

Regression Analysis

We performed regression analysis for predicting the relationships 
between a dependent variable (often called the “outcome” or “re-
sponse” variable, or a “label” in machine learning jargon) and one or 
more independent variables (often called “predictors,” “covariates,” 
“explanatory variables,” or “features”). In our case, we have

•	 Predicted variables: Status.
•	 Predictor variables: Age, Year, and Nodes.

After carrying out a logistic regression using the backward dele-
tion method, we find that the Nodes variable has a statistically sig-

nificant impact when compared to the other variables, and the AIC 
value comes in at 335.95. Combinations of two category variables can 
be seen as frequencies in a contingency table. Rows in a contingency 
table represent categories for one variable, while columns represent 
categories for another. We perform an analysis on the error rate pro-
duced by the logistic regression model and obtain the contingency ta-
ble below. The contingency table reveals that the error rate for surviv-
al status after surgery is 0.2557377, which is equivalent to 25.57%. 
Therefore, logistic regression accurately classifies 74% of the data.

Other Models Analysis

Data can be better understood when visualized with the help of 
data analysis. The use of data in the form of models for data analysis 
allows for the examination of correlations between variables, the pre-
diction of outcomes, and the informing of decision making

Neural Network

The human brain serves as inspiration for a subfield of machine 
learning known as neural networks or simulated neural networks. 
They function similarly to biological neurons when it comes to coor-
dinating to reach a conclusion. There are three layers to a neural net-
work: the input, the hidden, and the output. In a deep neural network, 
data is sent into the first layer, where it is processed by several hidden 
layers before being output by the last layer. An input layer, several 
hidden layers, and an output layer make up a feedforward neural net-
work. Since no backpropagation occurs, this type of learning is known 
as “feedforward.” The fields of classification, speech recognition, face 
recognition, and pattern recognition make extensive use of it [16,17]. 
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For complex machine-learning tasks, a wide variety of neural network 
types are used. There is no universally applicable model architecture 
in our current toolkit. Frank Rosenblatt developed the first successful 
neural network architecture, the Perceptron, in 1958. The five most 
used neural network architectures in Computing.

Feedforward Neural Networks (FNNs)

An input layer, several hidden layers, and an output layer make 
up a feedforward neural network. Since no backpropagation occurs, 
this type of learning is known as “feedforward.” The fields of classifi-
cation, speech recognition, face recognition, and pattern recognition 
make extensive use of it [18].

Multi-Layer Perceptrons (MLPs)

The inability of a feedforward neural network to learn by back-
propagation is addressed by Multi-Layer Perceptrons (MLPs). It’s 
two-way, with many of secret levels and activation functions. In MLPs, 
inputs are propagated forward, and weights are updated by back-
propagation. They are the backbone of modern artificial intelligence, 

enabling everything from computer vision to language technology 
[19].

Convolutional Neural Networks (CNNs)

Computer vision, image identification, and pattern recognition 
are typical applications of Convolution Neural Networks (CNN). Im-
portant picture features can be extracted with its help thanks to its 
many convolutional layers. CNN’s convolutional layer generates a 
map by convolving over pictures with a custom-made matrix (filter). 
Convolutional neural networks often include several layers: input, 
convolution, pooling, fully linked, and output [20].

Recurrent Neural Networks (RNNs)

Sequential data, such as texts, visual sequences, and time series, 
are ideal for Recurrent Neural Networks (RNNs). They function simi-
larly to feed-forward networks, except instead of receiving input from 
a single sequence, they get input from multiple sequences. Non-Lin-
guistic Processing, Sales Forecasting, and Climate Prediction All Make 
Use of RNNs [21].

Figure 4: Neural Network for two hidden layers.
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Neural Network for Haberman Dataset

As can be seen in (Figure 4), the Multilayer Perceptron architec-
ture was used to construct the neural network, which consists of an 
input layer, two hidden layers with four 1x1 nodes, and an output lay-
er.

Decision Tree

A decision tree is a type of hierarchical model used to help make 
important choices by visually representing the alternative outcomes, 
costs, and benefits of those choices in a tree structure [22].

The nodes in a decision tree can be one of three varieties:[23]

•	 Squares are commonly used to denote decision nodes.

•	 Often depicted as a series of concentric circles, nodes of 
chance.

•	 Points of termination, usually denoted by triangles.

We calculate the values accuracy by using the following formula: 

( )
( ) '

TP TNAccuracy
TP TN FP FN

+
=

+ + +

Where, TP = True positive, TN = True negative, FP = False Positive, 
FN = False Negative.

Figure 5.

(Figure 5) presents a decision tree model for analyzing formula 
and trees. Our data was divided into a training set (80%) and a testing 
set (20%). In order to make a survival prediction, we used a decision 
tree model. After that, we make use of a contingency table to deter-
mine the error rate and we had an error rate of 33.76%, which means 
that 66.24% of patients were accurately classified in terms of whether 
or not they lived longer than 5 years or passed away within 5 years 
(Table 3).

Table 3: Contingency table for regression analysis.

Status False TRUE

1 214 10

2 68 13

Result and Discussion
Our mission was to forecast the outcome using only the three in-

put factors and the single output variable. In order to determine some-
thing, we carried out a series of models. In addition to that, we used 
k-fold cross validation to evaluate the performance of each model. It 
divides the dataset into k roughly equal-sized parts/folds. Each fold 
is tested in turn, and the remaining portions are trained on. Follow-
ing the completion of this process k times, the overall performance is 
evaluated by calculating the mean score across all of the tests.

Our neural network experiments show that the optimal number 
of hidden layers is two. We used a total of 306 records, including 152 
validation samples and 153 training samples. The network topology 
was uncovered through a process of trial and error. (as seen in (Fig-

https://dx.doi.org/10.26717/BJSTR.2023.50.007903
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ure 4)). We tested a prototype system with a limited network and ex-
panded it over time. Finally, we discovered that the best outcomes are 
achieved with the following network architecture: The architecture 
consists of three input neurons, two hidden layers of one neuron each, 
and a single output neuron. On a standard machine with 16 GB of RAM 
memory running Windows 11, we trained the network for 31452 ep-
ochs (as indicated in (Figure 4)). A precision of 82.98% was achieved. 
We found the following result after compiling data from each model: 
Cancer survival rates, often known as survival statistics, are estimates 

of the proportion of patients who are able to beat a particular form of 
the disease after a given period of treatment (Table 4). Patients who 
have more than one lymph node affected are not expected to live. The 
greater the number of nodes, the lower the probability of survival. 
From (Table 5) we show that ANN is the optimal approach for our 
data. Moreover, observe that between the years 1960 and 1964 in 
(Figure 6), a greater number of surgeries were performed on patients 
in the age range of 45 to 55.

Table 4: LDA, QDA and KNN analysis

Model Contingency Table Error Rate

Linear Discriminant Analysis (LDA)

 0 1

1 214 10

2 66 15

0.2491803

Quadratic Discriminant Analysis (QDA)

0 1

1 213 11

 2 64 17

0.2459016

K Nearest Neighborhood (KNN)

 0 1

1 107 9

2 26 10

0.2302632

Table 5: Comparing error rate for each model.

Model Linear Regres-
sion

Logistic Regres-
sion

Linear Discrim-
inant Analysis

Quadratic 
Discriminant 

Analysis
K-Nearest 

Neighborhood Neural Network Decision Tree

The average 
Accuracy 0.5757 0.7443 0.7509 0.7541 0.7698 0.1702 0.3376

Figure 6 : Contour Plot.
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Conclusion
There is more to a patient’s prognosis than just their age and the 

year of their surgery. However, those under the age of 35 have a bet-
ter chance of survival. The more positive axillary nodes there are, the 
less likely it is that patients will survive. We also learned that survival 
is not always ensured by the lack of positive axillary nodes. Patients 
of any age who have no lymph nodes involved have a better chance 
of survival. Patients rarely have more than 20 lymph nodes. Patients 
older than 45/50 with a lymph node count of 8 or more have a poor 
prognosis. In this article, we categorized patients into those who lived 
for at least 5 years and those who did not based on the predictive 
power of a neural network. The overall precision of our network was 
82.98%. How to access and navigate the dataset in order to brain-
storm approaches to cleaning the data and choose the best models. 
Methods for assessing a set of probabilistic models and optimizing 
their output through careful data cleaning are provided. What fitting 
a final model entail and how it might be used to make probabilistic 
predictions.
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