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ABSTRACT

The drill pipe handling system is characterized by large working load, wide range of load variation and 
high control accuracy requirements, which put certain requirements on the stability and reliability 
of the hydraulic system. In this paper, the research on the optimized control of electro-hydraulic servo 
system of drill pipe handling system is mainly conducted. Firstly, the mathematical model of the electro-
hydraulic servo system is established, and the transfer function of the electro-hydraulic servo system is 
solved. Secondly, the Cauchy mutation mechanism is introduced to improve the traditional particle swarm 
optimization (PSO) algorithm for the defects of local optimum, and the algorithm is verified by a series of 
experiments. The results show that the improved PSO has faster convergence speed and higher convergence 
accuracy, and the solution performance is greatly improved. Finally, Simulink is used to build a simulation 
model and the improved PSO algorithm is applied to the optimization of PID parameters. It is found that the 
improved PSO algorithm obtains better control effect through simulation.
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Introduction
With the increasing depletion of land-based oil and gas resourc-

es, offshore oil has gradually become a strategic priority for coastal 
countries, and its development has gone through three processes: 
mechanization, semi-automation, and automation [1-3]. So far, for-
eign research on drill pipe handling systems has achieved remarkable 
results and formed a series of drill pipe handling equipment, among 
which the products of National Oil Company (NOV) are the most rep-
resentative, and most drilling platforms (vessels) use its supporting 
equipment [4]. Deepwater drillship is currently the world’s advanced 
offshore oil drilling equipment, which has been developed to the sev-
enth generation. During the work of the drillship, whether the oper-
ations of grabbing, transporting, assembling, and discharging of the 
pipe tools can be completed safely, quickly, stably and efficiently is 

crucial to whether the drilling speed can be accelerated and thus the 
drilling cost can be reduced [5]. In deep-water drilling operations, 
30% of the time is spent on drill pipe operations, of which the time 
for catching single rods accounts for 12-20% of the total drilling time, 
with a lot of room for improvement [6]. The study of the drill pipe 
discharge system includes the structure and motion control method 
of the horizontal/vertical drill pipe handling system [7]. The drill pipe 
discharge system belongs to large lifting equipment, and the working 
environment is relatively harsh.

Compared with other transmission methods, the hydraulic trans-
mission is more compact and can achieve stable force output, while 
it is easy to achieve stepless speed regulation. Drill pipe discharge 
system has the characteristics of large working load, wide range of 
load variation and high control accuracy requirements, which put 
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certain requirements on the stability and reliability of the hydraulic 
system. In this study, the electro-hydraulic servo system of drill pipe 
discharge system is used to study the corresponding control strategy. 
PSO algorithm has the advantages of simple operation, robustness, 
and fast convergence, and it has been used in the literature to opti-
mize nonlinear systems [8-16]. However, the traditional PSO algo-
rithm tends to fall into local optimal solutions. Currently, improved 
PSO algorithms are introduced with other control methods or intelli-
gent algorithms to deal with complex objects. Zhang et al. applied the 
classification learning PSO algorithm to the control of a hydraulic hair 
straightener [17]. Shieh et al. combined particle swarm optimization 
algorithm with simulated annealing algorithm to deal with nonlinear 
problems, which improved the efficiency and search quality of the al-
gorithm [18]. Jiang et al. used an improved PSO algorithm to optimize 
the PID controller parameters of a position control system for a non-
linear hydraulic system [19]. 

Alfi et al. proposed a novel PSO with adaptive inertia weights to 
reasonably balance the global exploration by dynamically adjusting 
the inertia weight of each particle by considering a measure called 
adjacency index (AI), which simulates a more accurate biological 
model with inertia weights varying with the number of particles [20]. 
Considering the mechanical characteristics of BLDCM, Ren et al. pro-
posed an improved PSO algorithm, which is applied to the speed con-
trol of brushless DC motor (BLDCM) servo system [21]. To solve the 
problem that the PID controller parameters are difficult to regulate 
complex chaotic systems, Huang et al. introduced the uncontrolled 
chaotic system into the PSO algorithm and proposed an improved 
dynamic chaotic PSO algorithm [22]. Wang et al. proposed a PSO for 
PID parameter tuning of two-zone power system PID controller de-
sign with multi-objective optimization characteristics [23]. Jiang et al. 
proposed an adaptive particle swarm optimization (APSO) algorithm 
to optimize the stability and setup time of the fourth generation grate 
cooler scraper during the speed regulation process [24]. Aboelela 
et al. achieved a nonlinear simulation model of the hydraulic servo 
system (HSS) [25]. Azmi et al., aimed to improve the PSO-PID tuning 
algorithm by combining the tuning process with a variable weight 
grayscale-Taguchi design of experiment (DOE) method. It is difficult 
to achieve the desired control effect on the outlet water temperature 
using the conventional control algorithm [26]. Long et al. proposed 
an improved PSO (IPSO) fuzzy PID control strategy to control the out-

let water temperature of the air-source heat pump collector control 
system [27].

Feng et al. proposed an improved PSO algorithm to optimize the 
coefficients of the proportional-integral derivative (PID) controller to 
solve the trajectory tracking accuracy problem [28]. For the stabil-
ity control problem of under-excited mechanical systems, a nonlin-
ear PSO algorithm based on inertia weights of sinusoidal functions 
was proposed to optimize the parameters of the PID controller (NP-
SO-PID), solving the problem of under-excited mechanical systems 
based on the inability to build an accurate mathematical model [29]. 
Even though researches have obtained high performance of the algo-
rithm and produced quality solutions in practical applications, there 
is still room for additional enhancement of the PSO performance 
for solving electro-hydraulic servo system problems. In this study, 
a mathematical model is established for the electro-hydraulic servo 
system of drill pipe discharge system, and the transfer function of the 
electro-hydraulic servo system is obtained by solving according to the 
parameters of each component. In order to address the shortcom-
ings of the standard PSO algorithm, which is easy to fall into the local 
optimum, effective measures are introduced to obtain the improved 
PSO algorithm, and the two PSO algorithms are tested separately by 
using eight commonly used test functions. The results show that the 
improved PSO algorithm achieves better control effect on the rectifi-
cation of PID parameters.

Electro-hydraulic Servo System Control Model
The diagram of the operation principle of the electro-hydraulic 

servo system is shown in Figure 1. The hydraulic pump, electro-hy-
draulic servo valve, hydraulic cylinder and other components form a 
closed circuit through the pipeline. The displacement sensor is used 
to collect the displacement signal of the hydraulic cylinder in real time 
and obtain the deviation signal by comparing it with the given dis-
placement signal, and then control the movement of the electro-hy-
draulic servo valve spool through the amplification and conversion 
of the proportional amplifier, which in turn changes the flow rate of 
the hydraulic circuit and makes the hydraulic cylinder move to the de-
sired position. The structure sketch of the valve-controlled asymmet-
ric hydraulic cylinder is shown in Figure 2. The use of an asymmetric 
servo valve can effectively avoid sudden jumps in commutation pres-
sure and enhance the load-bearing capacity of the hydraulic cylinder.
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Figure 1: Electro-hydraulic servo system working principle diagram.

Figure 2: Sketch of valve-controlled asymmetric hydraulic cylinder structure.
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Servo Amplifier Mathematical Model

Servo amplifiers play an important role in electro-hydraulic pro-
portional control by amplifying the deviation control signal into a cur-
rent signal that can drive an electro-hydraulic servo valve. In the mod-
eling analysis of electro-hydraulic servo systems, the servo amplifier 
is usually regarded as a proportional link. The input signal of the 
servo amplifier is a voltage signal, and the output signal is a current 
signal that controls the motion of the servo valve, and its proportional 
Servo amplifiers play an important role in electro-hydraulic propor-
tional control by amplifying the deviation control signal into a current 
signal that can drive an electro-hydraulic servo valve. In the model-
ing analysis of electro-hydraulic servo systems, the servo amplifier is 
usually regarded as a proportional link. The input signal of the servo 
amplifier is a voltage signal, and the output signal is a current signal 
that controls the motion of the servo valve, and its proportional gain 
is expressed in aK  . The mathematical model is shown as follows.

 

( ) ( )
( )a a

I S
G s K

U S
= =

 (1)

Electro-Hydraulic Servo Valve Mathematical Model

The electro-hydraulic servo valve is responsible for converting 
electrical signals into hydraulic signals and is the key component to 
achieve electro-hydraulic conversion. In the analysis of the modeling 
of the electro-hydraulic servo valve, the dynamic characteristics are 
usually represented by second-order oscillation links [3], while ignor-
ing its dead zone characteristics. The input signal of the electro-hy-
draulic servo valve is the current signal output from the pre-servo 
amplifier, and the output signal is the displacement of the spool, 
whose mathematical model is shown in Eq. (2).
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in which,  vK   servo valve gain (m/A); vω  servo valve inherent 

frequency (rad/s);  vξ  servo valve damping ratio.

Hydraulic Cylinder Mathematical Model

The mathematical model of the servo valve-controlled hydraulic 
cylinder system is determined by the load flow equation, the flow 
continuity equation, and the force balance equation.

Load pressure and Load Flow Rate: When modeling the 
valve-controlled hydraulic cylinder, two important physical quantities 

are involved, which are load pressure PL   and load flow rate qL  . For 
load pressure and load flow rate, there exist various forms of defini-
tions, and for valve-controlled symmetrical hydraulic cylinder, they 

are usually defined as shown in Eq. (3) and (4).

 1 2PL P P= +
 (3)

 

1 2

2
q qqL +

=
 (4)

in which, 1P  , 2P  -- hydraulic cylinder inlet and outlet pressure 

(MPa); 1q , 2q   -- hydraulic cylinder inlet and outlet flow (m3).For 
valve-controlled asymmetric hydraulic cylinders, the above defined 
form will result in the servo valve power being less than the hydrau-
lic cylinder power, which violates the law of energy conservation and 
will lead to an invalid design. According to the literature [5], the load 
pressure and load flow are defined as shown in Eq. (5) and (6).

  1 2PL P mP= −  (5)

1 2
21

q mqqL
m

+
=

+  (6)

in which, m - rodless cavity to rod cavity area ratio.

Load Flow Equation: Set the electro-hydraulic servo valve right 
position energized, that is, the direction of positive when the piston 
of the hydraulic cylinder moves to the right, according to the pres-
sure-flow equation can be obtained from the rodless chamber and rod 
chamber flow equation as shown in Eq. (9) and (10).
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=
 (8)

in which, 
1dC - the flow coefficient from servo valve P port to A 

port;  
2dC  - the flow coefficient from servo valve B port to T port;   1ù

- the area gradient from servo valve P port to A port (m); ω- the area 

gradient from servo valve B port to T port (m); vx  - the spool displace-

ment (m);  sp - the system supply pressure (MPa); 0p  - the system 
return pressure (MPa); ρ   - the oil density (m3/s). Eq. (7) and (8) 

shows that,  
Lq  as a function of the spool displacement 

vx  and the 

load pressure 
Lp , the linearization can be obtained as shown in Eq. 

(9).
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  L q v c Lq K x K p= −
 (9)

in which, qK --servo valve flow gain; cK --servo valve pressure-flow 
coefficient.

Flow Continuity Equation: Assuming that the bulk modulus of 
elasticity of hydraulic oil, oil temperature is a constant, the hydraulic 
cylinder leakage for laminar motion, and ignore the pressure loss of 
the pipeline, according to the basic knowledge of fluid transmission, 
the flow continuity equation of the hydraulic cylinder can be known 
as shown in Eq. (10).

 
0

v
i

t e

d v dpq q
d dtβ

− = +∑ ∑
 (10)

in which,  ∑ iq  - the total flow into the hydraulic cylinder (m3/s);  

∑ oq - the total flow out of the hydraulic cylinder (m3/s); V - the vol-

ume of the control chamber (m3); eâ   - the bulk modulus of fluid elas-
ticity ((N/m2)-Pa); p - the pressure in the control chamber (MPa). 
According to Figure 2 and Eq. (10), the hydraulic cylinder flow conti-
nuity equation is obtained as shown in Eq. (11) and (12).
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in which, A1 - hydraulic cylinder rodless cavity area (m2); A2 - 

hydraulic cylinder rodless cavity area (m2);  px - hydraulic cylinder 
piston rod displacement (m); ipc   - hydraulic cylinder internal leakage 

coefficient (m3/s-Pa-1);  epc  - hydraulic cylinder external leakage co-
efficient (m3/s-Pa-1); V1 - hydraulic cylinder rodless cavity volume 
(m3); V2 - hydraulic cylinder rodless cavity volume (m3). Assuming 
that the initial volumes of the rodless and rodged chambers of the 
hydraulic cylinder are V10 and V20, respectively, as shown in Eq. (13) 
and (14).

  pxAVV 1101 +=  
(13)

  2 20 2 pV V A x= −  (14)

The load flow expressions are obtained by combining Eq. (6), 
(11), (12), (13) and (14) as follows.
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(15)

Due to the leakage coefficient in the hydraulic cylinder is very 

small, can be approximated by taking ( ) ( )1 2 1 2ip ipC p p C p mp− = − ; set 
the hydraulic cylinder two chambers initial volume is the same, that 

is  10 20 2
tVV V= =  (Vt) for the hydraulic cylinder equivalent volume), then 

1 2
t

p
VA x << ,  1pd  and 2pd  the opposite sign, the fluid volume elastic 

modulus is very large, the last term of the formula (15) can be ignored. 
The deformation of Eq. (15) can be obtained as shown in Eq. (16).
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Force Balance Equation:

The hydraulic cylinder is mainly subjected to inertia force, viscous 
force, nonlinear spring force, external load force and nonlinear fric-
tion force. The piston rod is selected as the object of study and the 
force balance equation is obtained as shown in Eq. (17).

2

1 1 2 2 1 2
p p

L c c p L f

d x dx
p A p A p A M B K x F F

dt dt
− = = + + + +   (17)

in which, M - load mass (kg); Bc - damping coefficient of the load 
(N-s/m); Kc - elasticity coefficient of the load (N/s); FL - load force (N); 
Ff - nonlinear friction force (N).

Transfer Function: For Eq. (9), (16), (17), both sides simultane-
ously take the Rasch transform to obtain the set of equations shown 
in Eq. (18) and (19).
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in which, 2 2

1
1 1

ep
ce c ip

CmK K C
m m
+

= + +
+ +    , is the hydraulic system flow 

pressure coefficient.
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Defined separately. ( )2 2
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quency of the hydraulic system;  ( )
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the damping ratio of the hydraulic system; ( )2
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=   is the 

turning frequency. Then, Eq. (19) can be reduced to a general expres-

sion shown in Eq. (20).
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Displacement Sensor Mathematical Model

The displacement sensor input signal is the hydraulic cylinder 
displacement, and the output signal is the voltage signal. Since the 
displacement sensor bandwidth is much higher than the system 

bandwidth, it can be regarded as a proportional link, and its mathe-
matical model is expressed shown in Eq. (21).

( )
( )
( ) f

p

f
f K

sX
sU

sG ==   (21)

Mathematical Model of Electro-Hydraulic Servo System

The mathematical model of each module obtained from the above 
analysis is connected according to the direction of signal flow, and the 
block diagram of electro-hydraulic servo system transfer function is 
shown in Figure 3. Without considering load and friction, the open-
loop transfer function is obtained as shown in Eq (22). 
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(22)

Figure 3: Block diagram of electro-hydraulic servo system transfer function.

Improved PSO Algorithm based on Cauchy Variation
Standard Particle Swarm Optimization Algorithm

The PSO algorithm considers each individual of the biota as a par-
ticle, and the biota is not sure of the specific location of the food in 
the foraging process, but can perceive the location relationship with 
the food, and the particles keep approaching the food through their 
own memory and mutual communication until they find the food, and 
the biota foraging process is a gradually converging process. The PSO 

algorithm can be described in mathematical language as follows: in 
the D-dimensional space, there are m particles randomly distributed, 
and the population they form can be denoted as X(x1, x2,…, xm,), the 
position of the i-th particle at time of k can be expressed as a D-di-

mensional vector, which is  ( )1 2, ,...,k k k k
i i i iDX X X X= . The corresponding 

velocity is expressed as ( )1 2, , ,k k k k
i i i iDV v v v=    . The position of each par-

ticle can be regarded as a candidate solution to the objective prob-
lem, and the merit of the candidate solution is evaluated by the fitness 
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function. The best position that a single particle swarm can find at 

moment k is ( )1 2, , ,k k k k
i i i iDP p p p=   , and the best position of the whole 

population at moment k is ( )1 2, , ,k k k k
g g g gDP p p p=    , and according 

to the above rules, the velocity and position of PSO are updated as 
shown in Eq. (23) and (24).

  ( ) ( )1
1 1 2 2

k k k k k k
id id id id gd gdv v c r p x c r p x+ = + ⋅ − + ⋅ −

 
(23)

  1 1k k k
id id idx x v+ += +  (24)

In this formula, c1 is the individual learning factor, which is the 
coefficient of the particle tracking individual historical optimum, and 
c2 is the social learning factor, which indicates the empirical learning 
of the particle to the particle population. c1 and c2 are usually taken 
as positive real numbers between [0,2]; r1 and r2 are random num-
bers in the range of [0,1]; in order to prevent the particle’s speed from 
going too fast or its position from crossing the boundary, the speed 

and position of the particle are constrained by setting  [ ]min max, ,k
idx V V∈   

[ ]min max,k
idv v v∈ .In 1998, Shi and Eberhart introduced the inertia 

weight ω into the PSO algorithm [8], which is used to improve the 
convergence of the PSO algorithm and make its performance better, 
and the improved PSO algorithm is called the standard PSO algorithm, 
whose position update formula remains unchanged, and the velocity 
update formula is modified shown in Eq. (25). 

  ( ) ( )1
1 1 2 2

k k k k k k
id id id id gd gdv v c r p x c r p xω+ = + ⋅ − + ⋅ −

 
(25)

From the Eq. (25), it can be seen that the update of velocity in 
the PSO algorithm is determined by three aspects. Among them: It is 
influenced by the inertia weight, which is a balance between the glob-

al search ability and the local search ability; ( )1 1
k k
id idc r p x⋅ −   is the 

exchange of information about the particle itself, which determines 
the next direction of motion by comparing the current position with 

the best position of the individual; ( )2 2
k k
gd gdc r p x⋅ −   is the exchange of 

information between the particle and the global information, which 

helps the particle to jump out of the local optimum and make it find 
the global optimum quickly and accurately. 

Improved Particle Swarm Optimization Algorithm

Due to the standard particle swarm algorithm has no mechanism 
for mutation, its merit-seeking process is achieved through coopera-
tion and competition among the particles of the population, so when 
a single particle is constrained by local extremes that are not found by 
other particles, it is easy to fall into a local optimum and cannot obtain 
a global optimum [30,31]. Therefore, the introduction of the Cauchy 
variation updates the position of the standard PSO algorithm to im-
prove its optimality finding ability, and the Cauchy variation produces 
a larger variation step, giving it a higher probability of escaping the lo-
cal optimum. The probability density function of the one-dimensional 
Cauchy distribution is given in Eq. (26).

   ( )1 2, , ,i i i inX x x x= 
 
(26)

in which, t is a scaling parameter, and it is greater than 0. 

According to the traditional idea of variational operators, for in-

dividual ( )1 2, , ,i i i inX x x x=    , the variational formula is shown in 
Eq. (27).

   ( )* 0,1  ij ijx x Cη= +  (27)

in which, j=1, 2, ..., n; η is a constant controlling the variation step; 
and C (0,1) denotes the random number generated by the Cauchy 
distribution function when the scaling parameter t is 1. Introducing 
the Cauchy variation operator and taking the variation step η as the 
square root of the absolute value of the position, the position update 
formula of the IPSO is obtained shown in Eq. (28) and (29). 

1 1k k k
id id idx x v+ += +  (28)

  
 

1 1k k k
id id idx x v+ += +  (29)

The steps of the IPSO algorithm are described as shown in Figure 
4. 
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Figure 4: The steps of the improved PSO algorithm.

Experimental Verification
Particle Swarm Optimization Algorithm Model Validation

In order to verify the effectiveness of the improved PSO algorithm 
and evaluate its performance in terms of merit-seeking ability and 
convergence speed, eight test functions as shown in Table 1 are intro-
duced for testing, among which F1~F4 are single-peak test functions 
and F5~F8 are multi-peak test functions. The simulation results of 
the standard PSO and the IPSO for solving the test functions F1 to F8 
are shown in Table 2. The “optimal value” is the best optimized value 
obtained from 50 times of solving, “average value” is the average of 
the optimized values obtained from 50 times of solving, and “stan-
dard deviation” is the mean squared deviation based on the average 

value. The “standard deviation” is the mean squared deviation based 
on the mean value. As can be seen from Table 2, IPSO solves the eight 
test functions, except for F2, and the obtained optimal values, mean 
and standard deviation are significantly better than PSO; for function 
F2, the optimal values obtained by IPSO and PSO are 1, which is the 
theoretical optimal value of the function, but the mean and standard 
deviation of IPSO are better than PSO; through comparison, it can be 
found that the solution performance of the IPSO is substantially im-
proved. In order to compare the convergence speed of PSO and IPSO, 
the eight test functions were solved 50 times respectively, and the av-
erage value of the adaptation value after each iteration was obtained, 
and the adaptation curves of the PSO and IPSO optimization test func-
tion process were plotted, as shown in Figures 5-12. 

Table 1: List of test functions.

Name of function Function expressions Superiority-seeking 
interval extremum

Dixon-Price ( ) ( )
2

2 2
1 1 1

2
1 2

d

i i
i

F x i x x −
−

= − + −∑ [ ]10,10 dx∈ − min 0F =

Exponential 2
2

1
exp 0.5

d

i
i

F x
−

 = − − 
 

∑ [ ]1,1 dx∈ − min 1F = −

Rosenbrock ( ) ( )
1 2 22

3 1
1

100 1
d

i i i
i

F x x x
−

+
=

 = − + −  ∑ [ ]30,30 dx∈ − min 0F =

Sphere 2
4

1

d

i
i

F x
−

=∑ [ ]100,100 dx∈ − min 0F =

Griewank
2

5
1 1

cos 1
4000

dd
i i

i i

X xF
i= =

 = − + 
 

∑ ∏ [ ]600,600 dx∈ − min 0F =
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Rastrigin ( )( )2
6

1
cos 2 10

d

i i
i

F x xπ
=

= − +∑ [ ]5.12,5.12 dx∈ − min 0F =

Salomon 2 2
7

1 1
1 cos 2 0.1

d d

i i
i i

F x xπ
= =

 
= − +  

 
∑ ∑ [ ]100,100 dx∈ − min 0F =

Ackley ( )2
8

1 1

1 120exp 0.2 exp cos 2 20
d d

i i
i i

F x x
d d

π
− −

   = − − − +       
∑ ∑ [ ]100,100 dx∈ − min 0F =

Table 2: Simulation test result.

Function No.
Optimum value Average value Standard deviation

PSO IPSO PSO IPSO PSO IPSO

F1 1.62E-01 9.73E-02 7.32E-01 2.34E-01 2.57E-01 2.97E-02

F2 1.00E+00 1.00E+00 0.999966 1.00E+00 8.14E-06 0.00E+00

F3 5.60E-01 7.82E-08 1.50E+02 1.20E-02 5.96E+02 2.38E-02

F4 1.70E-04 3.72E-09 5.23E-02 4.32E-04 1.22E-01 1.10E-03

F5 3.97E-02 2.54E-08 3.18E-01 4.52E-02 2.09E-01 1.39E-01

F6 3.99E+00 3.45E-07 1.83E+01 8.46E-04 7.79E+00 1.30E-03

F7 3.00E-01 1.07E-04 7.48E-01 2.57E-02 3.09E-01 3.72E-02

F8 6.79E-02 1.73E-04 2.69E+00 6.61E-03 9.64E-01 7.08E-03

Figure 5: Fitness curve of PSO and IPSO optimizing function F1. Figure 6: Fitness curve of PSO and IPSO optimizing function F2.
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Figure 7: Fitness curve of PSO and IPSO optimizing function F3.

Figure 8: Fitness curve of PSO and IPSO optimizing function F4.

Figure 9: Fitness curve of PSO and IPSO optimizing function F5.

Figure 10: Fitness curve of PSO and IPSO optimizing function F6.

Figure 11: Fitness curve of PSO and IPSO optimizing function F7.

Figure 12: Fitness curve of PSO and IPSO optimizing function F8.
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As can be seen from these Figures, for the single-peak test func-
tions F1, F3, and F4, the difference in performance between PSO and 
IPSO is not significant at the beginning, which is because the adap-
tation values of the particles are poor at this time, and the improved 
PSO does not improve them very well. For the multi-peak test func-
tions F5~F8, the convergence speed is significantly improved in all 
cases. In addition, by comparing the adaptation value curves of PSO 
and IPSO in optimizing the test functions, it can be found that the fi-
nal adaptation values obtained by IPSO are better than those of PSO. 
Through the above simulation experiments, it can be seen that the 
improved PSO has significantly improved its optimization finding ac-
curacy and convergence speed when solving single-peak and multi-
peak problems. 

Adjustment of PID Parameters Based on Particle Swarm 
Optimization Algorithm

PID Parameter Adjustment Principle: PID parameter tuning is 
a more common industrial control problem, which aims to find the 
optimal values of Kp, Ki, and Kd parameters to obtain the best control 
performance, which can be essentially summarized as a global opti-
mization search problem.

 ( ) ( ) ( )e t r t y t= −

 
( ) ( ) ( ) ( )

0

t

p i d

de t
u t K e t K e t dt K

dt
= + +∫

in which, e(t) is the system error, r(t) is the desired output value, 
y(t) is the actual output value, and Kp, Ki, and Kd are the proportional, 
integral, and differential coefficients respectively. PID control elimi-

nates the error by simultaneously performing proportional, integral, 
and differential calculations on the system error e(t) to make the sys-
tem act as closely as possible to the given signal. In modern control, in 
order to avoid the defects of traditional control methods, intelligent 
algorithms are introduced to adjust the PID parameters through con-
tinuous learning and iteration processes to achieve the desired con-
trol effect. The most commonly used control algorithms include fuzzy 
algorithms, neural network algorithms, genetic algorithms, particle 
swarm algorithms, etc. Optimization of PID parameters using particle 
swarm algorithm can be regarded as an optimization-seeking prob-
lem of dimension 3. The components of each particle’s position infor-
mation in three dimensions represent the three parameter values Kp, 
Ki, and Kd of the PID, and a set of most suitable PID parameter values 
are selected by continuous iteration using particle swarm in a given 
search space to optimize the performance index of the system.

Electro-Hydraulic Servo System Transfer Function Solution: 
Eq. (22) gives the mathematical model of the electro-hydraulic ser-
vo system open-loop transfer function, which needs to be calculated 
according to the actual parameters of each component to determine 
the transfer function, to lift the hydraulic cylinder as an example, the 
parameters are shown in Table 3. In Table 3, the block diagram of the 
electro-hydraulic servo system is obtained as shown in Figure 13. The 
open-loop transfer function of the system is obtained as:

( ) 2 2

2 2

11 5 8 4 5 3 2

0.0962
1 0.0231 1

600 600 261 261
0.0962       

4.078 10 2.471 10 1.76 10 0.001755

G s
s ss s s

s s s s s− − −

=
  

+ + + +  
  

=
× + × + × + +

Table 3: Electro-hydraulic servo system parameters.
Symbol Parameter Numerical value

aK Magnification factor 0.2A·V-1

vK Servo valve gain 3.06×10-3 m·A-1

qK Flow gain 1m2·s-1

vζ Servo valve damping ratio 0.5

vω Servo valve inherent frequency 600rad·s-1

fK Servo-amplifier gain 100

ρ Hydraulic oil density 850kg·m-3

cK Servo valve pressure flow coefficient 3.41×10-12 m3·s-1·Pa-1

m Rodless chamber to barred chamber area ratio 0.7
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ipC Hydraulic cylinder internal leakage coefficient 4.52×10-14 m3·s-1·Pa-1

epC Hydraulic cylinder external leakage coefficient 1.05×10-13 m3·s-1·Pa-1

eβ Effective elastic modulus 1.7×109 N·m-2

1A Rodless cavity effective area 6.36×10-3m2

2A Effective area of rod cavity 3.24×10-3m2

M Load mass 1000kg

tV Equivalent volume of hydraulic cylinder 3.01×10-3m3

fK Displacement sensor coefficient 1

Figure 13: Diagram of electro-hydraulic servo system.

Figure 14: PID simulation model.
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Simulink Model Building: The simulation experiments were 
performed by writing algorithms in Matlab, building a PID simulation 
model using Simulink, and running the program to continuously call 
the PID model to achieve the optimization of PID parameters. The PID 
simulation model built under Simulink is shown in Figure 14. The 
upper part is the objective function, the fitness function of the PSO, 
and the time integration function of the absolute value of the error is 
chosen as the fitness function in the simulation, with the expression 
as; the lower part is the PID control model, in which the differential 
link is replaced by a first-order inertial link approximation to form an 
incomplete integral PID controller. 

Analysis of Simulation Results: Simulation experiments were 
conducted using the standard PSO and the IPSO, respectively, to com-
pare their response curves under step input. When using PSO/IPSO 
to optimize the PID parameters, the parameters need to be initialized 
and set as shown in Table 4. Running the program, the optimized PID 
parameters and performance indexes of the two PSO algorithms are 
obtained, as shown in Table 5, and the index change curve during 100 
iterations is also obtained, as shown in Figure 15. From the Figure 15, 
it can be seen that when PSO is used to optimize the PID parameters, 
there is a tendency to fall into local optimum, which greatly affects 
its convergence speed; IPSO with the introduction of the variant con-

verges faster when it is close to the optimal value, and also the final 
optimization results are better than PSO. The step response curves 
of the system after the optimization of the two algorithms are given 
in Figure 16. From Figure 16 and Table 5, it can be seen that the im-
proved PSO optimizes the PID parameters with a significant improve-
ment in the regulation time, which indicates that the system is more 
responsive.

Table 4: PSO/IPSO optimized PID initial parameter settings.

Symbol Parameter Numerical value

c1 Individual Learning Factor 2

c2 Social Learning Factor 2

Dim Dimension 3

ω Inertia factor 0.6

SwarmSize Population size 100

MaxIter Maximum iterations 100

[Vmin,Vmax] Particle velocity range [-1,1]

[L1,U1] Kp Search range [0,300]

[L2,U2] Ki Search range [0,300]

[L3,U3] Kd Search range [0,300]

Figure 15: ITAE variation curve.

Table 5: Optimized PID parameters and performance indicators.

Method Kp Ki Kd Rise time Adjustment time Number of iterations ITAE

PSO 24.22 0.05 0.56 1.80s 3.89s 42 1.2519
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Figure 16: System unit step response curve.

Conclusion
In this paper, according to the schematic diagram of the electro-hy-

draulic servo system, the transfer functions of the electro-hydraulic 
servo valve, hydraulic cylinder and other components are established 
respectively. The mathematical models of each module are connect-
ed according to the signal flow direction, and the transfer function of 
the electro-hydraulic servo system is obtained. By introducing Cauchy 
mutation, an improved PSO algorithm is proposed, which overcomes 
the problem that traditional PSO is easy to fall into local optimum. The 
Simulink simulation model was developed, and it was found through 
simulation that the IPSO algorithm achieved better control effect on 
the PID tuning. The simulation results verified the superiority of the 
IPSO algorithm. In summary, the IPSO is able to obtain high-quality 
solutions for the corresponding instances with high efficiency. How-
ever, the IPSO still has some shortcomings that need to be further in-
vestigated. In the next step, the focus will be on further improving the 
efficiency of the algorithm. In addition, the IPSO can be used for other 
practical applications.
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